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SNEPILTI)ZLDEUICT —YEBMTEDIURENETOET,

270t 23, Arduino Uno f4=0 Compulab fitlet2 £ TiTON. PCA 9685 Servo Driver &
NLUT, E=Y—-ICRTPIUTEZROY RILODVY RO EEINE T, Edid. Xbox
JYRO—-35—TCTUE—MRENTREE D ET,
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MIT L—2HN—Gazebo Y=L —Y 3V

Y22 UL =Y 3V OusterOS1 BE@MICEHINFTUEND, ZORBIEBLELBATUR,
¥#&#3“Simulating an Ouster OS-1 lidar Sensor in ROS Gazebo and RViz’|IZ ROS Z{EARULE
OusterOS1 YT —DYIal—y3ayTJOeANEHEREINTUNET,

ER1&IC, Valter Costa [CRK DT, N DITEHEIFENIT Conde world 2 7 - JL“Autonomous
Driving Simulator for Educational Purposes™?', ¥YXa U —Y3aVRIEE LU TERASN. ¥
AT LADANV =Y 3 Y, FEBARADODTAL RSy DEUTRHESNF UL,

FET—AEREIDICHIC. YZTaU—YaVE@NVIa1PIVRIECTHS vy IEDZER
L. AT PUVITIVYREYZTAL—Y3aVOBEBRN ROS bag 7 7 —V v kTS
nEuic,
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ROS GazeboML EF/ILEE T —YUNE

ZUTC, T—FUBENT. ML EFTILOZEEICENONE T, COET. NVIDIA ICX
NREEFRIN. BSDEFE T O “End-to-End Deep Learning for Self-Driving Cars” (BE2ETT
BRARKBEREEFE) THRNSNTNDEFIVEERT LI UL, BSIE EFAHF 21—
LRy FD—=2 (CNN) ZBEL. 1 DDIJ0OY MAXSHS, RFPUYTIVY RIC,
BE. F0EOvILEVYYTXT,

ROS J/ — FOBRSN. FEBSNE ML ETIVAMESSRBICERSNILE, ¥Y=ab—Y
IVIRIETIE, MLETIVE YZab—hSNEAS—AASBREFPD Ty SN2
AFPIUITIRYREWRL, T8« NA1TS1Y, EFTIWVEE. EFT/IVEATOER
ZREE LN 5EmMZEIY FO—/)LUTCNEZET,

TJOBRERERTERD RSN, Sy IBODEET —INIRESN., EFTILDEES
N, MEBNRTSY F D2 —ALICETIVBEASNTNEFT, YRTADNIT 5=V
AIDELLHEESN. UMNCHRIXDICRCE@Z FS v IVFDT, BREWICEMI DL
[CARIDLE LIS,



RC ERimE ML €5 ) UIREE

EHRICHITDT —HNE

NIT—AAXASEREERVCIYRATAMEINT T UES. RORAT VI YRATAE
OusterOS1 54145 —7—RICBEIDCETY,

RC h—%ZIRDBE. diy driverless car ROS URY kU, 45T rover ml /Ny —3IHMER
=NZE9,

NZaP)VBIECTRC W—%&BIEIB3BE. rc_dbw cam.launch 7 71 I)LEERA LT, Y
FTANBBESNE T, ATOYT D RICBILTIE. 0S1H11024%x20 E— R TRIFSNZE L
2o NO—NASDIU—ALAU—FICKDVYFSEBILHIC, KDERDILU—ALL—F
MEBESNF UL,

$ roslaunch rover_teleop rc_dbw_cam.launch os1:=true ekf:=false

record_training.sh X2 T c O REE T —HEEHRIT DDICERINZ UL,

$ source record_training.sh

BLWZEO<EER FEY DI

/racecar /ackermann_cmd_mux/output ~Ew 2
THRAOSNDATPUITINVY B BXU.

limg_node/intensity_image FEY D EDS A5 —DREEEF v Y RIVBIERTI,



sgld. FSYOBDZE, =)L T10E. SHMEIC5FID. Y21 TEFSNZ
uic

FETF—YEREUEDHIZE. BRIEL. WBTDIUBHLHDFT, CNICFE. S15F—
BT —4~Xb ROSbag "'S5MRF 7P VTV Y RF—5DHXD Tensorflow & Keras T
BIENBRR T 72—V v FTORFEESINET,

SAY -8RI IPG T 7 ILELT, ZNONESSNEY T ARSIV TICEDILI -
DRI PAIWBTRESNE T, AT PUYTIVYEE. CSV I P )L TEHME. REF
SNFT, CSV I 7 1ILDBTIE. ZOBRICEHETDRFTPIYT, R0Ov MUBEEE
R BROD 7ILEEIZALSNET, ST -BRERTPIYTIVY RIREDE
RETHRIESNDDT. EANSHBEADTON., S5 —BHOVNBINDCEICRATP
VTN ROHBESNE T,

EMERITI DICIE. rosbag to csvpy RO T EBEALEYT., CNId. Ross
Wightmans Ross Wightmans bagdump.py X2 ') 7 bEEFEIE UE/N—Y 3V TY,

COCVS D74l (HESNZ.csv) ERIET D JPCBENFEE T —Y 2y ~OEBZER
RUET, CSVEDDRIZMURCHRUET,

A B c (1} E F G H

index timestamp width height frame_id filename angle speed

2019-12-26 22:54:05 1577400844913415168 1024 64 center/1577400844913415168 jpg  0.3500754054 0.05858492479
2019-12-26 22:54:05 1577400844963412992 1024 64 center/1577400844963412992.jpg  0.8928326253 0.05858402479
2019-12-26 22:54:05 1577400845013411840 1024 64 center/15774008450134 11840 jpg 1.235748818 0.06160691624
2019-12-26 22:54:05 1577400845063418624 1024 64 center/157 74008450634 18624 jpg 1321794062 0.06851439094
2019-12-26 22:54:05 1577400845113428224 1024 64 center/1577400845113428224 jpg 1.404983496 0.07812113386
2019-12-26 22:54:05 1577400845163436288 1024 64 center/1577400845163436288 jpg 1.453057408 0.0B56718421
2019-12-26 22:54:05 1577400845213441280 1024 64 center/1577400845213441280.jpg 1453057408  0.0856718421
2019-12-26 22:54:05 1577400845263491584 1024 64 center/1577400845263491584 jpg 1447215803 0.08618157172
2019-12-26 22:54:05 1577400845313480960 1024 64 center/1577400845313480960.jpg 1.43246345 0.08746883958
2019-12-26 22:54:05 1577400845363720704 1024 64 center/1577400845363720704 jpg 1417637212 0.08876255463
2019-12-26 22:54:05 1577400845413688320 1024 64 center/157 74008454 13688320 jpg 1.404283451 0.09203658035
2019-12-26 22:54:05 1577400845463908352 1024 64 center/1577400845463908352 jpg 1.393013211 0.09839765974

RC A—Ouster 545 —5—9 ML EFT/ILEE TSItV ~

BRIZI. ST —BROD—-NILTsUDORJE RFPUVITBEIVY RICEET DE
B2 71 )& EMBEERD interpolated.csv I 7 1 ILICTENET, Z2LTC. T—4H (3 Google
Colab TOERDIEH. tar 7 71 ILICIRESINZET,

Google Colab TOT—SWNBEETIVES

At 3T, RCH—ARBT/\N1 ZORKDIC. EFILEETOEIDIZE Google
Colab ZFARAIBDTOTLRICDVNTGENTNEZET, Ty FT1XHBANIEFTILD
BHICHUT, REDT/NA ATlE. ML ETILOZEENRECEDCENBNEZET,

Google Colab &, #HFERE EHBDLEDHDERDOIREY —IUICENFET, YaEE5—




J—=rITYDORENDTI DT, DxIITSOYZENLTCPIOEIATEFI., JI—RIE 12
GB D RAM & 320GB DT 1 RO ANR—=ZADH DRV Y Y TRITSNE T, Google
Colab (3. GPU OFERORMAE, S0, @RIC TPU ZIEHLE T, TNICKD, KiRE
=8ty FZRANTML ETILOEENERDIEERY —ILERDET,

Google Colab /—+TJwvwOty rPwv T

FRIL. Development of an End-to-End ML Model for Navigating an RC car with a Lidar ./ —
FOvOERBRALULT, Ty FORE, ML ETI/ILOFEE. ML £ )V ZESE
TLUET, T\ runtime REDBELDIC LY Py TESNTNBINDZEHER LE T, runtime X
Za—NH5. FTY 3% Change runtime type ICEE L., /— TV DDEREXZa—IC
POALUET,

Notebook settings

Runtime type

Python 3

Hardware accelerator

GPU - @

D Omit code cell output when saving this notebook

CANCEL SAVE

Google Colab ./ — T v D8&E
J—ErTvDlE. Python2. Python3 EBBMNDOXIN. N—RDOPPOESLU—
DROYTIIIOIAZa—1n5 GPU MBIRESNTNNDCEZER LT IEE0),

J—=hrTyOn@licty b Py TESNES, /- bITvDDEGTERBTEFI., /—F
Ty DRIRFRTIE. TF20 SIFRBTIREHDEE A,

%tensorflow version 1.x OV RIE. TF2.0 DO VDIC TF1.0 MEOHNDCEEERLUE
9, ZJUIE. Tensorflow & Keras D/N—I 3V &BEHUET,

Tensorflow Version: 1.15.0
Tensorflow Keras Version: 2.2.4-tf

REIC, BIRUZ GPUDMBTERNEDSHER LE T, GPUDFATRETHNIE. 20
BRIBENSNZ T, IRIA. Nvidia Tesla P100 DRI TEET T,




F—87JOEXR

J—=rTyODMBUICEESN. BREARY FPyTsndE. FBRAT-Y0O0—F%&H
ECEET,

Tty R tar I P I)LELUTRESN. AWS TR FendEd, T—HIN—-2(3,
Colab IRIZEICH D YO— RSN, BHESNFT,

Table of contents  Code snippets  Files X

+ Upload ¢ Refresh & Mount Drive
+ I8
~ [ office_3
» [ center
[ camera.csv
i interpolated.csv
i ml_training_2019-12-26-14-54-02_0.yam|
ﬁ ml_training_2019-12-26-14-54-30_1.yaml
ﬁ ml_training_2019-12-26-14-54-58_2.yam|
ﬁ ml_training_2019-12-26-14-55-25_3.yam|
B ml_training_2019-12-26-14-55-53_4.yaml

Google Colab T?MD RC A—Ouster S5 —ZF -ty TP ILES

RIC. interpolated.csv I 71 )LZBEMT L. 18%%Z Pandas 77— U —AIC5RMIAHFH
9, T ILU—LDYYU—DEILEHE LUTERESNET,

Dataset Dimensicns:
(6253, B)

Dataset Summary:

index timestamp width height frame_id filename angle speed
0 2019-12-26 22:54.03.912922880 1577400843912922880 1024 64 NaN center/1577400843912922880.jpg 0.0 0.0
1 2019-12-26 22:54:03.963078912 1577400843963078912 1024 64 NaN center/1577400843963078912.jpg 0.0 0.0
2 2019-12-26 22:54:04.013053184 1577400844013053184 1024 64 MNaN center/1577400844013053184.jpg 0.0 0.0
3 2019-12-26 22:54:04.063207680 1577400844063207680 1024 64 NaN center/1577400844063207680.jpg 0.0 0.0
4 2019-12-26 22:54:04.113175552 1577400844113175552 1024 64 NaN center/1577400844113175552.jpg 0.0 0.0

RC O —Ouster 51445 —%&8F—~Htwv k Pandas =9 L —A
AKTF—Ftv FZIE6000 UEDT YT ILHHDET,

RIC, Ty FBEROMBZTENTT, CNICIE. KERBDIL H5DD NULL
fB. O ROv RIVBOEDEFNZSENE T, BRIE RC A—DENTNDI&ERDOT—4
EOZEETIVICEEBSERNESZ T,

EXRITSAZRBNT. AT PUYTIVY FODWERBILTESEI, DIV T



[F. A=Y -DPEXrTSATESMOBZERTETEIT., T 72/ D25 MEFERITD
EMTDOERRTSAICEDET,

2500
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15 -10 05 00 05 10 15
RC A —Ouster 5459 —285F -9y AR TSA
Ty RIAREI—EZRFTP YTV RDHEZSATNDCENIBETY,

CDORME/) —VS51RXFDCET. KLDBE—BRMICLT. ML EFTIVERRIZANTE
BSC, Z-/N=D1 v bSERNLOBIRIDCENERZT, hist FT v IRy TN
BIRENDE. Ty ~IBISNT. IBCTEIC—FEHOANITY FUMEICEESE0)
WKDICEDFET, TOIEIL. samples_per bin ZEEFE > THRESN. T I 2/ LT
150 TY, HoEZIVRJDERRISARTOY FEN. ZUIFILDER TS ALK
NEFH>EPEP—RZDEDICRDFET,

250 4

200 1

150 A

100 A

RC N —OQuster S5 —2BTF—Szv FMEELER TS A



BIRNE

Ty R =S ASNES. BRZIRIELUTZOREDFHEICED C ENHE
X9, BROVIBICIE, EODDRT Y INEFELIT,

TR, BIEZTTERD 1024x64 Z 320x180 [C U1 XLFET, CNIF. TTRDP AN
D RUEEZELUFEIN. BRTRONDFMEL. SADYRITRIEECEHDE . F
BYRD EREROISNBIEEEIE. DD TRIBFESNE T, CNICKD. EFILARIRIC
XU CAZ—IORBHEFEITDDEMETET,

MRICZIIFIVOBER, 320x180 [CUT+ XN, BIC, DOESNE/N-Y3 VDB
ZanUET, DDIWSNZERICIE. KELU—VIBE>TNWEID HODZ D+ RIES
BIFFSNTNET,
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angle: 1.5
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Quster S —FETF—INOEMSNES1H —REBR

NSOERMEREMIE. ML ETIVEERKIUEETORRAICHBNTEREORTvITEL
THlMAFNET,

FERLURLT -5ty FDOER

Tty FAESN, LEa—SNiZ5. T—9ZFE Y FERTIEY DT
ENHDFT, FB LY HI ZEPETILOEMIITEREI DDICHENNIT, REtzy



FIETIDEMITICEFE LI BAD. ETINEET—SICA-—/N-T1r v (BF
&) LTWSWDZERNDDICEONET.

Ty FEDEITDIRIIC. T—IMIMKRICODVWTHELFET, BROT—H v ~ILEE
BNSVDT, T=HIKRENDT Iy DZRNT, FERT —YDHDITNICEEINL
N=I3V2ER LT, Ty FZRBICILALE T, CNICKD. RRETILZEXDS
BEIC, Z2UC REOZEEICTUTIDONRRITDCENERET,

Keras [3. ImageDataGenerator 75 RZH L, BIRZRIET DCHDE DD DA =1
HUFT, CNICIE. BEROEBHDVGKEEZBE. BEREADI—IVT BEOBENS
FINFE T, ’®FE“Exploring Image Data Augmentation with Keras and Tensorflow”ld. ZN#&N
DHIBENET, ZOATY3IVICELUCRIVBIEZRHELET,

ARERZRT—=Iy FERDIRDIBE. Keras T—FI T RU—FEFEA LT, i dHT—5
ZIRDDONERATY, CNLIRBICERESDT Yy FDOBREICENTI., COBIET
. BERDT—HITRU—IZEELE T, [IRNICIE. ImageDataGenerator 25 2DK
D% Keras REZFATEDLDICEDTLLD,

T—HIIRU—FE, BYTILT—IDT Iy FEBKR. Ny FH A ZXD/NA /=N
IA—HEET —HEIKRI DD EDNRHDII ST EIDIAHET,

def generator(samples, batch_size=32, aug=0)

T=IY IRV BRZEZHFAH. ENEUYT A ILET. 2L T ZOEBRICKTN
ITBRTPUVTBIVY RaiidhdAHE T, Aug I7STNDEMESNDE, IBRT -5 Y
IRUV—FZEBNT, BERNSERILRERELI T, ENH > TEEITE, BRES
Jg'g\

BIRDPUAICREFSNE T, CNBEYvyvIIlESnNT. RSNE I,
yield sklearn.utils.shuffle(X_train, y_train)

REIC. sklearn S5+ TSNS train test split BEMIEFER L., T -9ty FEFEBAER
SERY Y JIVICDITET,

train_samples, validation_samples = train_test_split(samples, test_size=0.2)

T—HD8OREFERMIC. 20%&RIMBICERLET, CnId. =RHICE. #2900
DEBFVT)ILE, 700 DIFBEY YTV ERDFET,

INBSET—HY I TRU—IBRICADSIN, BT Y ITRV-HEKELET—H
YIRU—HERDIET,



train_generator = generator (train_samples, batch_size=batch_size_value, aug=1)
validation_generator = generator (validation_samples, batch_size=batch_size_value,
aug=0)

ETINWNP—FTOFT v EFE

A LIZKDIC, Nvidia [CKDBEAESNLEETIVERNT, S5 -—BRANSEBE. T 7
YDV RIC, £EOED IV EYYEY T ULET,

RYRID=DEFUAVP—5EZH 1 DOERIELT P—E, 5DDEHAH LTI VP—E 3
DOREICEN DL LUAVP—DEHNFET, mXDODETIEIRIEULEEDZMUTRICT
LET, :

O Output: vehicle control

I
[ 10 neurons ] Fully-connected layer
[ S0neurons ] Fully-connected layer

[ 100 neurons ] Fully-connected layer

“ Convolutional

feature map

3x3 ki |
X xeme Convolutional

feature map
64@3x20

Convolutional

3x3 kernel :
- Convolutional
=
wernel
N feature map
36@14x47

48@5x22
AS kernel Convolutional

feature map

24@31x98

%’6 kernel Normalized
;_ ' - ; input planes
3@66x200
[ Normalization |
|

2 Input planes
H 3@66x200

NVIDIA Kiwf ML €5 )L

COETIVIZE. KerasAPI ZANT, DV/\TILENZET. AHDBERIZ. FailCBEEINZ
PINENEBEERITINEZ SNET,

model.add(Cropping2D(cropping=((height_min,bottom_crop), (width_min,right_crop)),
input_shape=(180,320,3)))



ROBUI. A>T DT —HDHDIBANET VTOVRAERTUIT, BRISERES
Nn. E2IVER. DIDSFERECTOICEYYIYTSINET,

model.add(Lambda(lambda x: (x / 255.0) - 0.5))

FODGFIE. BEDETILLAVP—ZEEZLIT. ETILAERSNIZS. EF/LEDVN
1ILSNET,

model.compile(loss='mse’, optimizer=Adam(Ir=0.001), metrics=['mse','mae’,'mape’,'cosine'])

BREMOEHBERELENMEEIN. EEPICR/IMESNTE T, CORIREEZOIRY D
[CXTLUTCHERATY, Adam optimizer A TF 4« ¥ (B@IEPILITU L) SIEICXT LT
BESINFET,

CNICEKD, 701,559 DFEEQIEEIT/ NS A —IHEDETILHESNFE T,

FEORIIC, EODDI-ILNNYDEERSNET, I\ DER> A—FT 1 UT«F
HOCET, EFIVEBTORIDIC, BN, BENKT.

I, checkpoints B2y R Py TSNET, CNICKD, FETOEIAD, EFILOE
HEREFL. YRATLADBE, ETINZBO—RTEDRDICLET, TNIL Colab IRIE
TIFBATY, BRERLIE. —EDYA AP REEDE, YRV ADEGRZER DL
NERDINSTT,

checkpoint = ModelCheckpoint(filepath, monitor="val_loss', verbose=1,

save_best_only=True, mode="auto', period=1)

EFILDOIND # =Y 2ZAMMEE I NI EarlyStopping J—)U/\w OMERINT, 2ET
OBAMMETEINET, CNIE. Z—/N=Dr v+ VT GBFE) DIBIEICKRIISET,
ReduceLROnPlateau BHIERKTI, ETID/INDT 4 —V Y ADREEODITIZS.
Adam 275 « VA U —DFEXRIBERCHEEINFKT,

B%I(C. Tensorboard W'S3ESINZFE T, TensorBoard (L. TensorFlow HY2it T 2QRILY —
IVTT, ETIVI SR EER. BROBEDK DREMERIEZEBIMETETEI,
CILERTURR. 'J YO0 Tensorboard 25 ZAND P Ty ~CEEENE T, FETO
2P D Tensorboard D1 X —=IFZURICHRLUET,



TensorBoard SCALARS.  GRAPHS INACTIVE - 0 @

[ Show data downioad links Q, Filter tags (regular expressions supparted)

Ignore outliers in chart scaling

cosing_proximity

Toaltip sorting method: default

Smosthing
- = [.668
IIIIIII tal Axis
S ReLaTIVE WALl
Runs
iitd @ o fil
i O vaining Mame  Smoothed Value Step Time Relative
B O welidation ¢ 417 11 W 368
3158 1 W

mean_abselute_percentage error

mean_squared_error

Tensorboard T® Google ColabML €5 /L%

EFTILDDIVNNAILSN. D=Ly D DY EAERSINDE. EFILOZEOEROE
RIZCEICRDFT, ZBDRIC. EODD/N\A/IN—/INSA-INPEHENFT,

=BAIC, FERUBERT —YDRT vy T+ INEESINZT.

steps_per_epoch=(len(train_samples) / batch_size value)

validation_steps=(len(validation_samples) / batch_size value)

CNIE 1 DOIRY DD DRDINY DDBRIBSNDRIICT =S I TRV —INSE
HSNDRAT Y THE (TVTILDNYF) ZEELET,

RIC. IRy DENHEZRSNET,
n_epoch =50
R1&IC. fit_generator BEHINYERASIN. EF/ILEETORANEEBINET,

history_object = model. fit_generator (
generator=train_generator,
steps_per_epoch=STEP_SIZE_TRAIN,

val idation_data=validation_generator,
val idation_steps=STEP_SIZE_VALID,

cal Ibacks=cal Ibacks_list,
use_multiprocessing=True,

epochs=n_epoch)

FENBHESNDE. BIVESIRYIDBIEREPDO R Ty FLET., FENTTIDE.
EFT IV Colab 1 YRV AICRET DCENEHR, O—HIVD—DRAF—=Y3VICHD



VO—FERDILDICEDET,
EF IO
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self.angle = float(model.predict(image_array[None, :, :, :], batch_size=1))
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